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The top 7 data sets (slope, available-P, evapotranspiration, soil type, rainfall, organic-C, and pH) yielded the highest
accuracy based on the test results for the three-parameter groups. The coefficient of determination has the highest
value, 0.855, while the RMSE test for the model using the top 7 data set has the lowest error value at 0.354 t/ha
and 18.71%, respectively. By developing location-specific rice yield predictions using a Bayesian method, farmers
and agricultural practitioners can benefit from more accurate and reliable estimates of crop productivity

Keywords: Agricultural sustainability; Bayesian Neural Network (BNN); food security; rainfed rice field; yield

prediction

INTRODUCTION
While just 26.91 million tonnes of rice were produced
nationally in Indonesia in 2020, the country’s overall
rice consumption topped 30 million tonnes (Lotulung,
2020; Ministry of Agriculture, 2020). In order to meet the
country’s food needs, rainfed lowland areas are antici-
pated to provide for Indonesians who eat rice as their
primary source of nutrition (Wihardjaka et al, 2020). In
Central Java, there are 77,532 hectares of rainfed paddy
fields, and 342,777 tonnes of Milled Dry Grain (MDG)
are produced annually, according to BPS Central Java
Province, (2018).As a result, following irrigated lowland
rice, rice produced from rainfed lowland rice now con-
tributes the most to national rice production. The Indo-
nesian government is still working on expanding the
nation’s rice production in several ways, one of which is
by growing rice on drylands, such as rainfed lowland rice.

Difficulties in increasing rice yield in Indonesia in-
clude using inefficient farming techniques and parts
of its rainfed rice fields, which are highly vulnerable
to climate change (Ruminta et al., 2017). According to
Rahayu (2014) the productivity of irrigated lowland rice
fields is more significant due to more frequent planting
than rainfed rice fields, which can only yield 1-2 times
a year. In order to boost rice output, rainfed rice fields
can be a valuable resource that needs to be adequately
managed (Sinaga et al., 2014).

As rainfed rice fields are typically nutrient deficient,
often suffer from drought, and require more financing
to sustain farming activities, production outcomes are
unstable and unpredictable (Novia & Satriani, 2020).As
noted by Murniati et al. (2017), in order to grow rain-
fed rice, farmers must be able to adapt to the environ-
ment and available resources. To maximise the yield of
rainfed rice fields, farmers need to be aware of climate
change, crop types, cropping patterns, irrigation man-
agement, and the right sowing period. Therefore, a yield
prediction model is needed as a guide for adaptation
during cultivation to facilitate effective management of
rainfed rice fields.

Estiningtyas & Syakir (2018) argue that in crop pro-
duction, the level of production is determined by three
main factors: climate, soil, and plants. These three fac-
tors need to interact together with proper management
to produce optimal yields. The lack of any one factor
will affect production results. Site-specific cropping
practices are a way of adapting cultivation to the local
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agro-ecosystem. According to Anupama & Lakshmi
(2021), farmers need advice on the right planting time
and cultivation methods with the best yield prediction
model that is expected to yield the highest profit with
little investment.

One of the most complex issues in precision ag-
riculture is yield prediction. Since crop yields rely on
various factors, including climate, soil, fertiliser use,and
seed variety, yield prediction requires numerous data
sets (Van Klompenburg et al.,, 2020). The machine learn-
ing model is a methodology that can forecast yields
since it can ascertain how plants react to elements that
have an impact on crop output, such as the soil, the
environment, cultivation methods, and seed kinds used
(Pant et al., 2021). Machine learning algorithms attempt
to forecast crop yields based on empirical correlations
between yield-driving elements and historical yield re-
cords rather than modelling biophysical processes in
crop agriculture (Wang et al., 2020). The Bayesian model
is the machine learning model used in this research.
According to Drury et al. (2017), Bayesian is appropriate
for agriculture because it can represent interdependent
causal elements or factors, give a general overview of
partial or uncertain information, combine new informa-
tion, and draw new conclusions using new information.
Liu et al. (2017) pointed out that machine learning al-
gorithms play a role in data-driven models to improve
forecasting accuracy.

This research was conducted to identify yields
in rainfed rice fields with a harvest prediction model
based on specific soil and climate characteristics to
provide recommendations regarding cultivation man-
agement efforts and planting time to reduce the risk of
crop failure, especially in the Sumbing-Sindoro topose-
quences. Soil and climate characteristics variables were
used in this study as a prediction basis for estimating
crop yields. This prediction model is expected to help
farmers determine the inputs and adaptations to obtain
optimal results.

MATERIALS AND METHODS

Study area. The research was carried out on two moun-
tain toposequences in Central Java, Indonesia, specifi-
cally on the southern slopes of Mount Sumbing and the
southwest of Mount Sindoro (Fig. 1). To assess the nu-
trient level, soil samples were collected for the survey.




The study site’s rainfed rice crops produced an average
of 1.87 t/ha in harvest. This research used 21 site loca-
tions as research samples. These location points were
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made up of elevation, which were created at specific re-
search locations based on the variety of environmental
variables present there.
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Figure 1. Location of research toposequence (the southern slopes of Mount Sumbing
and the southwest of Mount Sindoro)

Research parameter. Characteristics of the soil and plant

yield data recap. According on field observations and the

outcomes of laboratory analyses of soil properties, this
study employed data on soil characteristics in the field.

Table 1. Research parameter about soil characteristics and yield on location-specific toposequence

Toposequences
Soil and plant characteristics (unit)
Mount Sumbing Mount Sindoro
Soil Characteristics
pH 6 5-6
Organic-C (%) 1.45-5.27 1.18-5.98
Total-N (%) 0.54-1.40 0.64-1.01
Available-P (ppm) 2.39-9.55 0.29-7.65
Available-K (me/100g) 0.33-0.55 0.29-0.47
Type of soil Inceptisols and Alfisols Entisols, Inceptisols and Ultisols
Slope (%) 0-25 0-25
Plant yield data recap
Yield (t/ha) 1.24-3.72 0.62-3.87

Note: Analysis of soil characteristics based on Indonesian Soil Research Institute procedures (2009) and data on plant
yield recap based on social survey carried out by researchers immediately at the research site
Source: compiled by the authors

Characteristics of the climate. Climate is used in
the model to assume the amount of water available
and usable by plants. In the yield prediction model,
climate factors affect crop productivity, and rainfall

and air temperature are the main factors determin-
ing crop yields (M & B, 2021)which is a difficult task
because of the climatic factors, soil fertility, nutrients
and so on. Precise crop forecast requires fundamental
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understanding of the functional association between
crop and input parameters and to predict the crop
yield in advance we developed an Adaptive Lemuria
algorithm. Our proposed model comprises of Deep Be-
lief Network for feature learning and pre-training, De-
cision tree & K-Means clustering (HDTKM. Two factors

are used in this prediction model: rainfall and evapo-
transpiration. This analysis used rainfall and air tem-
perature data as a database. The data were taken from
climatology stations at the research site (2012-2021).
The evapotranspiration calculation process uses the
Thornthwaite method.

Table 2. Research parameter about climate characteristics on location-specific toposequence

Toposequences

Climate (unit)

Mount Sumbing

Mount Sindoro

Rainfall (mm/year)

3.954-4.874

3.024-3.445

Evapotranspiration (mm/day)

1.47-2.93

5.27-5.81

Note: Analysis of climate characteristics based on climatology stations at the research site (2012-2021)

Source: compiled by the authors

Particularly in rainfed rice fields, which require al-
most no input and rely on rainwater for irrigation, the
specifics of a location’s soil and climate significantly
impact agricultural production. Soil and climate charac-
teristics are used in this study as the primary predictor
parameters in the model. Using the information on the
physical properties of the land and the actual climate
in the field, it will be conceivable to describe the land’s
potential for crop production (Abdalla et al., 2019).

Bayesian Neural Network (BNN). The Bayes’ theorem
was developed into the BNN method, which utilises the
posterior probability value of the input data to offer
information through particular parameters. Machine
learning research yields BNN, a tool for examining de-
cision-making under ambivalent circumstances. Using
probabilities that define the relationship between vari-
ables, Bayes’ theorem can be used to reflect the impact
on existing data in practice (Batta, 2020). The Bayes’
theorem can be expressed as:

P(Y) = P(’I?(j)(") @)

In this study,the BNN method was used because, pre-
cisely, BNN can estimate the distribution of predictions

Soil Characteristics

L.

Climate Characteristics
Data Collection J
v

Data >

BNN Analysis

through the interpretation of the uncertainty of the input
parameters. The BNN analysis results used 21 data sam-
ples, with 10 input parameters consisting of 2 indicators:
soil and climate. The data is running and tested using
different numbers of neurons to get the most effective
results and close to the actual results. A trial and error
method is used to get the optimal number of neurons in
a prediction model (Liu et al, 2001). The framework of
the analysis carried out in this study is shown in Figure 2.

This research uses BNN to produce accurate yield
predictions through various input parameters. The con-
cept is expected to explain the relationship between
variables and produce a predicted crop yield that is
close to the actual crop yield. The prediction model for
rainfed rice yields was developed using regional and
field data to obtain an accurate model through 2 moun-
tain toposequences. In particular, the model developed
based on the input parameters can be seen in Figure 2.
By incorporating factors of land characteristics in the
form of climate and actual soil characteristics in the
field as supporting parameters to increase the accuracy
of the prediction model, this research was conducted to
obtain: machine learning model prediction of rainfed
rice fields with actual and location-specific parameters.

» Validation and Verification ™  Predistion Yield

Figure 2. Framework of prediction yield using BNN

Model accuracy analysis. The predictive model’s capac-
ity and reliability are evaluated using accuracy analysis,
which is also used to rate the model. The coefficient of
determination (R?), root mean square error (RMSE), and
mean absolute percent error were all calculated during
the analysis (MAPE). The following equation is used:
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RMSE = /—Z?ﬂ(i"‘”z )

MAPE =3, |yy;y| x 100% )

Note: yi = prediction result; y = average actual yield; n =
amount of data sample




The research’s reliance on the RMSE accuracy
model aims to standardise the measurement of a mod-
el’s inaccuracy in forecasting quantitative data, demon-
strating how dispersed the data are around the most
appropriate line (Ali et al,, 2023). The RMSE is calcu-
lated by dividing the error (yi-y) by the number of data
points (n). Unlike the MAPE accuracy model, which is
used to estimate a model’s relative error magnitude,
the MAPE approach is helpful when determining the
forecast’s accuracy depending on the size or magnitude

Aziz et al.

of the forecast variable; in other words, MAPE tells how
significant the prediction mistake is (Son et al.,, 2022).

RESULTS AND DISCUSSION

Examining BNN neurons. Using the BNN methods, pre-
dictions of the rice crop in rice fields that receive rain-
water were analysed. To find a model with the highest
coefficient of determination (R?) and the lowest RMSE
value, prediction analysis using BNN starts by trial and
error testing the data and the number of neurons.

Table 3. Comparison of model accuracy and the number of neurons employed

Number of neurons employed

Model accuracy

1 2 3 4 5 6 7 8 9 10
R? 0.79% 0.741 0.716 0.695 0.683 0.677 0.669 0.694 0.655 0.656
RMSE (t/ha) 0.448 0.505 0.530 0.549 0.560 0.564 0.572 0.550 0.583 0.582

Note: R?= higher is better; RMSE = lower is better; = better

Source: compiled by the authors

Input layer

Soil Characteristics >

Climate

Hidden layer

Output layer

I

Figure 3. Neuron of prediction yield using BNN

The analysis was repeated ten times. Each checked
the value of the neurons from 1 to 10, so that this anal-
ysis of BNN predictions was completed. According to
the Table 3 above, neurons 1 through 10 have different
R? and RMSE values. According to Table 3, the forecast
of the rice harvest in fields that get rainwater is most
suited for the criterion since it has an R? value of 0.793
and an RMSE of 0.448 t/ha. As the number of neurons
used rises, performance in neuron testing declines.

BNN model performance. This research assessed
the accuracy of two approaches for forecasting
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rainfed lowland rice yields. Stepwise Regression
(SR) and Multiple Linear Regression (MLR) were the
techniques utilised to compare the BNN model (SR).
Multiple linear regressions, or MLR, is a statistical
technique for predicting a value by integrating mul-
tiple parameters. While SR constructs the regression
function based on the chosen parameters that have a
strong relationship with the dependent variable, SR
is a statistical development method from the regres-
sion method. Model evaluation criteria include RMSE,
Pearson correlation, and R2

Yield actual

8 91011121314151617 18192021
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Figure 4. BNN model performance compared to MLR and SR
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Figure 4 demonstrates that the results from the
three prediction models are consistent with the actual
yields. However, according to the statistical analysis used,
the BNN model’s performance has the highest accuracy,
with an RMSE value of 0.448 t/ha, which compares to
the MLR and SR models, indicating the lowest error de-
viation. These findings are further supported by the BNN

model’s Pearson correlation coefficient and coefficient of
determination, which have the highest values at 0.890
for Pearson and 0.793 for R2. The accuracy of the SR ap-
proach, on the other hand, is the lowest, with a Pearson
value of 0.729 and an R? of 0.532. This demonstrates that
the sensitivity of the BNN model outperforms that of the
MLR and SR prediction techniques.

Table 4. Comparison of an RMSE value to the MLR, SR, and BNN models

Model accuracy MLR SR BNN
R2 0.643 0.532 0.79%"
Pearson correlation 0.802 0.729 0.890°
RMSE (t/ha) 0.522 0.597 0.448

Note: R?= higher is better; RMSE = lower is better; = better

Source: compiled by the authors

According to (Abbaszadeh et al., 2022),yield predic-
tion is essential for agricultural planning and manage-
ment and production and food security on a national
and international level (Khaki & Wang, 2019) environ-
ment, and their interactions. Accurate yield prediction
requires fundamental understanding of the functional
relationship between yield and these interactive fac-
tors, and to reveal such relationship requires both
comprehensive datasets and powerful algorithms. In
the 2018 Syngenta Crop Challenge, Syngenta released
several large datasets that recorded the genotype and
yield performances of 2,267 maize hybrids planted in
2,247 locations between 2008 and 2016 and asked par-
ticipants to predict the yield performance in 2017. As
one of the winning teams, we designed a deep neural
network (DNN. The Bayesian Neural Network is one of
the models utilised in this study. Harvest prediction has
now been widely established (BNN) (Semenova et al,
2020). The two key input parameters for the model
created in this study are soil and the actual field cli-
mate (Tables 1 and 2). Figure 3 findings demonstrate
that when compared to the MLR and SR approaches,
the prediction of rice harvest using BNN analysis yields

Term

results nearly identical to the actual and expected har-
vest values, with an R? coefficient of determination of
0.793. The research results of Singh Boori et al. (2022)
showed that machine learning-based harvest prediction
models produce higher sensitivity and accuracy with
the regression method. Yield prediction using machine
learning is a complex development influenced by soil
parameters and environmental conditions (Velmurugan
etal., 2021).

Features importance analysis. The Pareto chart of
standardised effects approach, which can display a pa-
rameter’s impact on crop yields from largest to small-
est, is then used in this research to examine the signif-
icance of parameters in the BNN model. To obtain the
ideal parameter sampling design, parameter distribu-
tion is directly and simultaneously optimised using an
optimisation technique based on Pareto optimality. A set
of parameters with the maximum accuracy is produced
using Pareto-measured importance features and the val-
ues of R, RMSE, and MAPE. The authors suggest the top
3,top 5, and top 7 parameters as three crucial ones. The
effectiveness of these three parameter sets concerning
the entire set of parameters is then evaluated.

I Nn MmO m « >» R 6O @

Predictor Name

Type of soil

Slope

Elevation

pH

Organic-C

Total-N
Available-P
Available-K
Rainfall
Evapotranspiration
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00 05 10 15 20 25
Standardized Effect

3.0

Figure 5. Pareto chart of standardised effects
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The top 7 data sets yielded the highest accuracy
based on the test results for the three-parameter groups
(Fig. 6). According to parameter set testing, accuracy rises
when more parameters are added but falls when the
entire data set is used. The coefficient of determination
has the highest value, 0.855, while the RMSE test for the
model using the top 7 data set has the lowest error value
at 0.354 t/ha and 18.71%, respectively. It is preferable
to use the top 7 data sets, including slope, available-P,
evapotranspiration, soil type, rainfall, organic-C, and pH.
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Although irrigated rice fields are Indonesia’s largest
source of rice (Indonesia Ministry of Agriculture, 2020),
rainfed rice fields still produce comparatively little rice
compared to irrigated rice fields. Rainfall affects whether
the rice harvest in fields nourished by the rain is suc-
cessful or unsuccessful. According to Chakraborty &
Newton (2011), irregular rainfall patterns and decreas-
ing rainfall, which result in water stress throughout the
plant growth stage, are to blame for the productivity of
rainfed lowland rice fields.
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Figure 6. BNN model by different feature sets; (a) top 3; (b) top 5; (c) top 7; (d) full set

Using the Pareto approach, an experiment was con-
ducted to improve performance and identify parameters
that significantly impact yield prediction (Vojnov et al,
2022) along with wheat, the most important staple crop
in the Republic of Serbia, which is of great significance
for ensuring national food security. With the increas-
ing demand for food and forage, intensive agricultural
practices have been adopted in the maize production
systems. In this direction, considerable research efforts
have been made to examine the effects of different
types of cover crops as a green manure on maize pro-
ductivity; however, no consistent conclusions have been
reached so far. Therefore, the objective of the present
study is to examine the possibility of predicting the ef-
fects of winter cover crops (CC. Following the tests, it

was discovered that, as shown in Figure 6c, the model
containing the top 7 data set parameters had the best
accuracy. The accuracy of the yield from the prediction
model and the actual outcomes are strongly correlated.
An accuracy test can be used to verify this. The MAPE
value obtained from this study is 18.71% and is within
a reasonably practicable forecasting model capacity (0-
20%), according to the BNN model accuracy test find-
ings with the top 7 data sets (Maricar, 2019) a company
can be running. The income in a company can be said
is uncertain every few. So the required a calculation to
predict the income of a company every few. In this case
the applied calculation analyze methods of moving av-
erage with exponential smoothing with the value of
the alpha 0.1, 0.5, 0.9, to calculate earnings forecasts
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on the XYZ Company. Both methods compared to get
a better method that have the highest accuracy value
(the value of the smallest error. The results of the RMSE
analysis, which measures the magnitude of the predic-
tion results’ error rate, likewise indicated good results
with a value of 0.354 t/ha. The RMSE value measures a
forecast’s accuracy; the smaller (near 0) it is, the better.
While Babaee et al. (2021) used input data on rainfall,
permeability, soil texture, soil type, evapotranspiration,
as well as inflow and outflow of water into paddy fields
using the artificial neural networks (ANN) method, the
study by Ma et al. (2021)the United States supplies more
than 30% of the global corn production. Accurate and
timely estimation of corn yield is therefore essential for
commodity trading and global food security. Recently,
several deep learning models have been explored for
corn yield forecasting. Despite success, most existing
models only provide yield estimations without quanti-
fying the uncertainty associated with the predictions.
Also, the traditional deep learning approaches typi-
cally require a large training set and are easily prone to
overfitting when the number of samples in the training
set is relatively small. To address these limitations, in
this study, we developed a county-level corn yield pre-
diction model based on Bayesian Neural Network (BNN
regarding the prediction of corn harvest using satellite,
climate, and soil data using the BNN method shows an
RMSE value of 1.03 t/ha.

Smaller inputs will not reveal much about the al-
gorithm’s pattern throughout the BNN model’s develop-
ment, leading to a narrower stretch model (Baldos et al.,
2019).Typically, the input layer gathers various data from
the outside world, and the neural network uses this data
to process it for learning, recognition, or other purposes.
Pareto analysis can improve the accuracy of the final
prediction model and help with input efficiency in ma-
chine learning applications. In order to lower the danger
of outliers when the BNN learns patterns from this al-
gorithm, it is possible to delete factors from the Pareto
process that are irrelevant to crop yields. By lowering the
size of the stress-strain curve, Pareto makes the neural
network less complex and increases the neural network’s
capacity for learning (He et al., 2022).

Since BNN prediction analysis has been shown to
have high accuracy and sensitivity, it has become a fas-
cinating issue to explore in this era, particularly for di-
verse plant commodities (Hafezi et al., 2021) a novel
Learning Scenario Development Model (LSDM. The ac-
curacy of the model with location and treatment-specific
parameters has been demonstrated to enhance with
the addition of more parameter components, particu-
larly off-farm, in future research. Based on the results
of this investigation, it was discovered that the BNN
model predicts rainfed lowland rice yields with rea-
sonable accuracy using input characteristics related to
the soil and climate. The decrease of parameters while
developing a model with superior performance proves

Scientific Horizons, 2023, Vol. 26, No. 7

that the outcomes of constructing the BNN model with
Pareto are also satisfactory.

Crop yield predictions is crucially important in ag-
ricultural planning and management. It is also crucial
to food production and security on a regional to global
scale (Chhogyel et al., 2020). Crop yield prediction that is
reliable and timely allows for timely import and export
decisions to promote and reinforce national food secu-
rity (Basso & Liu, 2019). This is becoming increasingly
essential as global warming and population growth
continue. In agriculture, empirical connections have
been routinely employed for crop production prediction.
These approaches primarily rely on the assumption of
linearity between crop output and other parameters
such as canopy reflectance and meteorological data. The
yield projections are particularly prone to overfitting due
to severe non-linearity and a high degree of autocorrela-
tion among these variables. To address this issue, many
studies have effectively used Machine Learning (ML)
models to estimate crop productivity.

CONCLUSIONS

By applying the Bayesian Neural Network (BNN) method
to analyse prediction models across 12 geographical
units, the study achieved the highest accuracy in yield
predictions compared to the MLR and SR models. The
BNN model demonstrated an RMSE value of 0.448 t/ha,
indicating a low level of error deviation.

To optimise the parameter sampling design, an opti-
mization technique based on Pareto optimality was em-
ployed, resulting in the selection of the top 7 variables
(slope, available-P, evapotranspiration, soil type, rainfall,
organic-C, and pH) that yielded the highest accuracy for
the three-parameter groups. The coefficient of determi-
nation reached a value of 0.855, indicating a strong re-
lationship between the variables. Additionally, the RMSE
test for the model utilising the top 7 data set achieved the
lowest error value at 0.354 t/ha and 18.71%, respectively.

The findings of this study contribute to the field of
rainfed rice cultivation by providing location-specific
predictions of rice yield, which can assist farmers and ag-
ricultural practitioners in making informed decisions and
optimising resource allocation. By considering soil and
climate variables, the developed model offers valuable
insights into improving agricultural productivity and mit-
igating the risks associated with nutrient deficiency and
droughtinrainfedrice fields.Future researchinthe field of
rainfed rice cultivation and yield prediction should focus
onrefining prediction models,expanding to other regions
and crops, incorporating additional variables, conducting
long-term monitoring and validation, integrating remote
sensing and satellite data, and assessing the socio-eco-
nomic implications for sustainable agricultural practices.
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AHortauif. Ockinbki Ha 6orapHMX pUCOBMX NOASAX 3a3BMYAM BPaKye NOXKMBHUX PEHOBMH, BOHM YaCcTO CTPaXAAtoThb Bif
nocyxu i noTpebytoTb Hinblue KOWTIB AN NiIATPUMKM CiNbCbKOroCNoAapCbKMX onepawii, pe3ynstat BUpoOHMLTBA
CTatoTb HecTabinbHUMK | HenepepbavyBaHMMK, Lle pocnigkeHHs Ma€e Ha MeTi NobyayBaTM NPOrHO3M BPOXKAMHOCTI
pucy Ha borapHux pucosux nonsx ytonocucremi Cymb6iHr-Cinnopo, LleHTpanbHa 518a, 3 BUKOPUCTaHHAM BalECIBCKOrO
MeToAY AN KOHKPETHOI MicLeBoCTi. Lle AoCNifXeHHS € ONUTYBAHHAM 3 AOCNIAHMLBLKOK OMMCOBOK METOA0MOTIED,
O IPYHTYETbCS HAa AAHMX MObOBUX i NabopaTOpHUX [OCNiAKEHb. AHANI3 MOAENi MPOrHO3YyBaHHS 3 BUKOPUCTAHHSM
MeToay HelpoHHMX Mepex baiieca (BNN) Ha 12 reorpadiuHmx o4MHMLAX, TOUKM BUBipKM Bynm 06paHi HaBMUCHO. bynu
BMMIPSAHI HACTYMHi 3MiHHI: FPYHT (piBeHb pH, opraHiyHnin Byrneup, 3arafibHUii a3oT, LOCTYNHMI docdop, [OCTYMHUA
Kanin, TMNW FPyHTIB, BUCOTA, CXMN) Ta KNIMaT (KiNbKiCTb ONaaiB, BUNapoBYBaHHS). BiAnoBiAHO [O BMKOPUCTAHOIO
CTAaTUCTUYHOIO aHanisy, mogenb BNN Mae HalMBuLly TOYHICTb i3 cepegHbOKBaApPaTUUHMM BigxuneHHam (RMSE)
0,448 t/ra, wo nopieHaHO 3 Mogenamm MLR Ta SR BKasye Ha HalHWX4Ye BiAXMAEHHS MOMUAKWU. [Ing oTpUMaHHS
ineanbHOro Am3aiHy BUbipkM napaMeTpiB, po3noain napamMeTpis Oyn10 onTMMi3oBaHO 6e3nocepesHbo i 0LHOYACHO
3a JONOMOro MeToAy OMTMMI3aLii, 3aCHOBAHOMO Ha ONTMMAsbHOCTI 3a llapeTo. 3a pe3ynsTataMu TecTyBaHHA A4
rpyn 3 TpboMa MapaMeTpaMu HaMBULLY TOYHICTb MOKa3anu 7 HaWkpawux HabopiB AaHWX (Haxun, JOCTyMHWiA P,
BMMAPOBYBAHHSA, TUM IPYHTY, KiNbKiCTb ONaAais, opraHiyHui Byrneub 1a pH). KoediuieHT aeTepMinauii Mae HamsuLe
3HaveHHs — 0,855, B Toi yac sk Tect RMSE gna mopeni, Lo BMKOPUCTOBYE 7 HAWKpaLMx HAabOpiB AaHUX, MAE
HalHWK4e 3HaYeHHs noxmbkun — 0,354 1/ra Ta 18,71 % BignoBigHo. Po3pobnstoumn NporHo3un BPOXAMHOCTI pUcy Ans
KOHKPETHOI MiCL,eBOCTi 3a JOMNOMOrol H6areciBcbkoro Metoay, depMepu Ta arpapHi NpakTMKM MOXYTb OTPUMATU
BMroAy Bif 6inbll TOYHMX i HAAIMHUX OLIHOK MPOAYKTUBHOCTI KY/bTypK

KniouoBi cnoBa: cinbCcbkorocnoapcbka CTinkicTb; HelMpoHHa Mepexa baiteca (BNN); nposoBonbya 6e3neka; borapHe
pucoBe none; NPoOrHO3yBaHHS BPOXAWHOCTI
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