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#### Abstract

On the basis of a generalization of the well-known Schmidt lemma to the case of $n$-normal and $d$ normal linear bounded operators in a Banach space, we propose constructions of generalized inverse operators. We obtain criteria for the solvability of linear equations with these operators and formulas for the representation of solutions of these equations.


The investigation of the solvability of boundary-value problems for countable systems of differential equations [1] with finitely many boundary conditions and finite systems of differential equations with infinitely many boundary conditions and the construction of their solutions require the construction of generalized inverse operators for $n$-normal and $d$-normal operators [2].

The most completely studied and widely used methods for the generalized inversion of normally solvable operators are the Schmidt construction [3] for Fredholm operators (with nonzero kernels) and its analog for Noetherian operators [4].

In the present paper, we prove lemmas that generalize the Schmidt lemma [5] to the case of normally solvable operators that are $n$-normal or $d$-normal, propose constructions of their generalized inverses, and prove theorems on the solvability of linear equations with these operators in Banach spaces and on the representation of solutions.

## Statement of the Problem

Consider the problem of finding conditions for the existence of solutions of the equation

$$
\begin{equation*}
L x=y \tag{1}
\end{equation*}
$$

and their construction under the assumption that $L$ is a linear, bounded, normally solvable operator that acts from a Banach space $\mathbf{B}_{\mathbf{1}}$ into a Banach space $\mathbf{B}_{2}, L: \mathbf{B}_{\mathbf{1}} \rightarrow \mathbf{B}_{\mathbf{2}}$, and is $n$-normal or $d$-normal. If $L: \mathbf{B}_{1} \rightarrow \mathbf{B}_{2}$ is a linear, bounded, $n$-normal operator, then we assume that its image is complementable in the space $\mathbf{B}_{2}$ [6], i.e.,

$$
\begin{equation*}
\mathbf{B}_{2}=Y \oplus R(L) . \tag{2}
\end{equation*}
$$

If $L: \mathbf{B}_{1} \rightarrow \mathbf{B}_{2}$ is a linear, bounded, $d$-normal operator, then its kernel $N(L)$ is complementable in the space $\mathbf{B}_{1}$, i.e.,

$$
\begin{equation*}
\mathbf{B}_{1}=N(L) \oplus X . \tag{3}
\end{equation*}
$$
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Let $\operatorname{dim} N(L)=\mu$ and $\operatorname{dim} N\left(L^{*}\right)=v$ denote the dimensions of the null spaces of the operator $L$ and its adjoint $L^{*}$, respectively. According to S . Krein's classification [7], if $\mu$ is finite and $v$ is infinite, then $L$ is an $n$-normal operator, and, vice versa, if $\mu$ is infinite and $v$ is finite, then $L$ is a $d$-normal operator.

We consider the problem of constructing a bounded generalized inverse $L^{-}$of the operator $L$, finding conditions for the solvability of Eq. (1), and constructing a representation of its solutions.

## Auxiliary Statements

First, we consider $n$-normal operators. Let $\left\{f_{i}\right\}_{i=1}^{\mu} \subset N(L), f_{i}=\operatorname{col}\left(f_{i}^{(1)}, f_{i}^{(2)}, f_{i}^{(3)}, \ldots\right)$, be a basis of the subspace $N(L)$, which exists because the latter is finite-dimensional $(\mu<\infty)$. Assume that the space $\mathbf{B}_{2}$ has a basis. The space $\mathbf{B}_{2}^{*}$ also has a basis as a space dual to $\mathbf{B}_{2}[8, \mathrm{p} .131]$. Therefore, the subspace $N^{*}(L) \subset \mathbf{B}_{2}^{*}$ has a complete system of basis elements (functionals) $\left\{\varphi_{s}(\cdot)\right\}_{s=1}^{\infty} \subset N^{*}(L)$, $\varphi_{s}(\cdot)=\operatorname{col}\left(\varphi_{s}^{(1)}(\cdot), \varphi_{s}^{(2)}(\cdot), \varphi_{s}^{(3)}(\cdot), \ldots\right)$. For the elements $\left\{f_{i}\right\}_{i=1}^{\mu}$ and functionals $\left\{\varphi_{s}(\cdot)\right\}_{s=1}^{\infty}$, there exist an adjoint biorthogonal [9] system of functionals $\left\{\gamma_{j}(\cdot)\right\}_{j=1}^{\mu} \subset \mathbf{B}_{1}^{*}, \quad \gamma_{j}(\cdot)=\operatorname{col}\left(\gamma_{j}^{(1)}(\cdot), \gamma_{j}^{(2)}(\cdot), \gamma_{j}^{(3)}(\cdot), \ldots\right)$, and an adjoint biorthogonal complete system of elements $\left\{\psi_{k}\right\}_{k=1}^{\infty} \subset \mathbf{B}_{2}, \psi_{k}=\operatorname{col}\left(\psi_{k}^{(1)}, \psi_{k}^{(2)}, \psi_{k}^{(3)}, \ldots\right)$.

The functionals $\left\{\gamma_{j}(\cdot)\right\}_{j=1}^{\mu}$ and $\left\{\varphi_{s}(\cdot)\right\}_{s=1}^{\infty}$ defined on the subspaces $N(L) \subset \mathbf{B}_{1}$ and $Y \subset \mathbf{B}_{2}$ (according to the Hahn-Banach theorem) can be extended to the spaces $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$, respectively, with preservation of norm.

Let

$$
\begin{gather*}
X=\left(f_{1}, f_{2}, \ldots, f_{\mu}\right), \\
\Gamma(\cdot)=\left(\gamma_{1}(\cdot), \gamma_{2}(\cdot), \ldots, \gamma_{\mu}(\cdot)\right)^{T},  \tag{4}\\
\Phi(\cdot)=\left(\varphi_{1}(\cdot), \varphi_{2}(\cdot), \ldots, \varphi_{k}(\cdot), \ldots\right)^{T}, \\
\Psi=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{k}, \ldots\right)
\end{gather*}
$$

denote, respectively, $\infty \times \mu, \mu \times \infty, \infty \times \infty$, and $\infty \times \infty$ matrices; furthermore, $\Gamma(X)=E_{\mu}$ and $\Phi(\Psi)=E_{\infty}$, where $E_{\mu}$ and $E_{\infty}$ are the identity matrices.

Taking notation (4) into account, we construct a projection operator $\mathcal{P}_{N(L)}: \mathbf{B}_{1} \rightarrow N(L)$ according to the formula

$$
\begin{equation*}
\mathcal{P}_{N(L)}(\cdot)=X \Gamma(\cdot), \quad \mathcal{P}_{N(L)}: \mathbf{B}_{1} \rightarrow \mathbf{B}_{1} . \tag{5}
\end{equation*}
$$

For the construction of a projection operator $\mathcal{P}_{Y}: \mathbf{B}_{2} \rightarrow \mathbf{B}_{2}$, we consider the sequence of projectors

$$
\begin{equation*}
\mathcal{P}_{Y^{(j)}}(\cdot)=\Psi_{j} \Phi_{j}(\cdot) \tag{6}
\end{equation*}
$$

of the space $\mathbf{B}_{2}$ to the subspaces $Y_{j} \subset Y$ spanned by the elements $\left\{\psi_{k}\right\}_{k=1}^{j}$.
Lemma 1. The sequence (6) of projectors $\mathcal{P}_{Y^{(j)}}$ converges strongly (pointwise) to the projector

$$
\begin{equation*}
\mathcal{P}_{Y}(\cdot)=\Psi \Phi(\cdot)=\lim _{j \rightarrow \infty} \Psi_{j} \Phi_{j}(\cdot), \quad \mathcal{P}_{Y}: \mathbf{B}_{2} \rightarrow Y \tag{7}
\end{equation*}
$$

where $Y \subset \mathbf{B}_{2}$ is the infinite-dimensional space spanned by the complete system of elements $\left\{\psi_{s}\right\}_{s=1}^{\infty}$.

Proof. Using the definition of strong convergence in the norm of the space $\mathbf{B}_{2}$ and the definition of the matrices $\Phi$ and $\Psi$, for $y \in Y \subset \mathbf{B}_{2}$ we get

$$
\left\|\mathcal{P}_{Y} y-\mathcal{P}_{Y_{j}} y\right\|=\left\|\sum_{\xi=1}^{\infty} \varphi_{\xi}(y) \psi_{\xi}-\sum_{\xi=1}^{j} \varphi_{\xi}(y) \psi_{\xi}\right\|=\left\|\sum_{\xi=j+1}^{\infty} \varphi_{\xi}(y) \psi_{\xi}\right\| \leq \sum_{\xi=j+1}^{\infty}\left\|\varphi_{\xi}(y) \psi_{\xi}\right\| .
$$

The quantity

$$
\sum_{\xi=j+1}^{\infty}\left\|\varphi_{\xi}(y) \psi_{\xi}\right\|
$$

tends to zero as $j \rightarrow \infty$ as a remainder of the expansion

$$
\sum_{\xi=1}^{\infty} \varphi_{\xi}(y) \psi \xi
$$

of an element $y \in Y$ in the system of elements $\left\{\psi_{\xi}\right\}_{\xi=1}^{\infty}$, which is convergent in norm. Since the functionals $\left\{\varphi_{j}\right\}_{j=1}^{\infty}$ can be extended to the entire space $\mathbf{B}_{2}$, with preservation of norm, we can conclude that

$$
\sum_{\xi=j+1}^{\infty}\left\|\varphi_{\xi}(y) \psi_{\xi}\right\| \rightarrow 0 \quad \text { as } \quad j \rightarrow \infty
$$

for any $y \in \mathbf{B}_{2}$.
The operators $\mathcal{P}_{N(L)}$ and $\mathcal{P}_{Y}$ are projectors, i.e., they satisfy the conditions $\mathcal{P}_{N(L)}^{2}=\mathcal{P}_{N(L)}$ and $\mathcal{P}_{Y}^{2}=\mathcal{P}_{Y}$. These projectors are bounded. The boundedness of the projector $\mathcal{P}_{N(L)}$ follows from its finite dimensionality, and the boundedness of the projector $\mathcal{P}_{Y}$ follows from the complementability of the image $R(L)$ of the operator $L$ [10].

The projectors $\mathcal{P}_{N(L)}$ and $\mathcal{P}_{Y}$ divide the spaces $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ into direct topological sums of closed subspaces:

$$
\mathbf{B}_{1}=R\left(\mathcal{P}_{N(L)}\right) \oplus N\left(\mathcal{P}_{N(L)}\right), \quad \mathbf{B}_{2}=R\left(\mathcal{P}_{Y}\right) \oplus N\left(\mathcal{P}_{Y}\right)
$$

where $N\left(\mathcal{P}_{N(L)}\right)=X, R\left(\mathcal{P}_{N(L)}\right)=N(L), \quad R\left(\mathcal{P}_{Y}\right)=Y$, and $N\left(\mathcal{P}_{Y}\right)=R(L)$.
Let us construct an isomorphism between the subspaces $N(L)$ and $Y_{1} \subset Y$. We compose the following matrices of $\mu$ rows and columns of the matrices $\Phi$ and $\Psi$ :

$$
\begin{gather*}
\bar{\Phi}(\cdot)=\left(\bar{\varphi}_{1}(\cdot), \bar{\varphi}_{2}(\cdot), \ldots, \bar{\varphi}_{\mu}(\cdot)\right)^{T} \\
\bar{\Psi}=\left(\bar{\psi}_{1}, \bar{\psi}_{2}, \ldots, \bar{\psi}_{\mu}\right) . \tag{8}
\end{gather*}
$$

The matrix $\bar{\Psi}$ is composed of the system of elements $\left\{\bar{\psi}_{k}\right\}_{k=1}^{\mu} \subset\left\{\psi_{k}\right\}_{k=1}^{\nu}$ spanning the subspace $Y_{1}$, and the matrix $\bar{\Phi}$ is composed of functionals $\left\{\bar{\varphi}_{s}(\cdot)\right\}_{s=1}^{\mu} \subset\left\{\varphi_{s}(\cdot)\right\}_{s=1}^{\infty}$ that satisfy the relation $\bar{\varphi}_{s}\left(\bar{\psi}_{k}\right)=\delta_{s k}$, $s, k=1,2, \ldots, \mu$.

We introduce the operators

$$
\begin{array}{cc}
\overline{\mathcal{P}}_{Y_{1}}(\cdot)=\bar{\Psi} \Gamma(\cdot), & (\cdot) \in \mathbf{B}_{1}, \\
\overline{\mathcal{P}}_{N(L)}(\cdot)=X \bar{\Phi}(\cdot), & (\cdot) \in \mathbf{B}_{2} . \tag{9}
\end{array}
$$

The operator $\overline{\mathcal{P}}_{Y_{1}}$ is an extension of an operator that performs an isomorphism of $N(L)$ onto $Y_{1}$ to the space $\mathbf{B}_{1}$, and $\overline{\mathcal{P}}_{N(L)}$ is an extension of the inverse of an isomorphic operator to the entire space $\mathbf{B}_{2}$.

Using (8), we define a projection operator $\mathcal{P}_{Y_{1}}: \mathbf{B}_{1} \rightarrow Y_{1} \subset Y$ by the relation

$$
\begin{equation*}
\mathcal{P}_{Y_{1}}(\cdot)=\bar{\Psi} \bar{\Phi}(\cdot) . \tag{10}
\end{equation*}
$$

This operator divides the subspace $Y$ into a direct topological sum of subspaces, namely,

$$
\begin{equation*}
Y=Y_{1} \oplus Y_{2}, \tag{11}
\end{equation*}
$$

where $Y_{2}=\mathcal{P}_{Y_{2}} \mathbf{B}_{2}=\left(\mathcal{P}_{Y}-\mathcal{P}_{Y_{1}}\right) \mathbf{B}_{2}$, and is bounded.
For the class of normally solvable $n$-normal operators, we prove a statement analogous to the Schmidt lemma.
Lemma 2. Let L: $\mathbf{B}_{1} \rightarrow \mathbf{B}_{2}$ be a linear, bounded, n-normal operator. Then the operator $\bar{L}=L+\overline{\mathcal{P}}_{Y_{1}}$ has a bounded left-inverse operator:

$$
\bar{L}_{l}^{-1}=\left(L+\overline{\mathcal{P}}_{Y_{1}}\right)_{l}^{-1} .
$$

The general form of the left-inverse operators $\bar{L}_{l_{0}}{ }^{-1}$ is given by the relation

$$
\bar{L}_{l}^{-1}=\bar{L}_{l_{0}}^{-1}\left(I_{\mathbf{B}_{2}}-\mathcal{P}_{Y_{2}}\right) .
$$

Proof. Let $L$ be an $n$-normal operator. For the operator $\bar{L}$ to be left invertible, it is necessary and sufficient that the following conditions be satisfied [11]:
(i) $N(\bar{L})=\{0\}$;
(ii) the linear manifold $R(\bar{L})$ is a subspace that has a direct complement in $\mathbf{B}_{2}$.

Let us show that condition (i) is satisfied. Assume that there exists $x_{0} \neq 0, x_{0} \in \mathbf{B}_{1}$, such that

$$
\left(L+\overline{\mathcal{P}}_{Y_{1}}\right) x_{0}=L x_{0}+\bar{\Psi} \Gamma\left(x_{0}\right)=0 .
$$

It is obvious that $L x_{0} \in R(L)$. It follows from the definition of the operator $\overline{\mathcal{P}}_{Y_{1}}$ that $\overline{\mathcal{P}}_{Y_{1}} x_{0} \in Y_{1} \subset Y$. However, the subspaces $R(L)$ and $Y$ mutually complement one another to the entire space $\mathbf{B}_{2}$. Therefore, $R(L) \bigcap Y=\{0\}$, i.e., they have only one common (zero) element. Thus, $L x_{0}=0$ and $\overline{\mathcal{P}}_{Y_{1}} x_{0}=0$. This implies that $x_{0} \in N(L)$ and $x_{0} \in N\left(\overline{\mathcal{P}}_{Y_{1}}\right) \subset X$. However, the subspaces $N(L)$ and $X$ also mutually complement one another to the space $\mathbf{B}_{1}$. Therefore, $N(L) \bigcap X=\{0\}$. This implies that $x_{0}=0$. Thus, $N(L)=\{0\}$.

Let us prove that condition (ii) is satisfied. The complementability of the image $R(\bar{L})$ in the space $\mathbf{B}_{2}$ follows from relation (11) and the complementability of the subspace $R(L)(2)$ :

$$
\mathbf{B}_{2}=R(L) \oplus Y_{1} \oplus Y_{2}=R(\bar{L}) \oplus Y_{2} .
$$

Therefore, the operator $\bar{L}$ has a left inverse. The operator $\bar{L}$ maps the Banach space $\mathbf{B}_{1}$ bijectively to the subspace $\mathbf{B}_{2} \ominus Y_{2}$. Therefore, it follows from the Banach theorem [12] that the operator $\bar{L}_{l}^{-1}$ is bounded. It is known [11] that, in the general form, the left-inverse operators can be represented as follows: $\bar{L}_{l_{0}}^{-1}=\bar{L}_{l}^{-1} \mathcal{P}_{R(\bar{L})}$, where $\mathcal{P}_{R(\bar{L})}$ is a certain projector to the image $R(\bar{L})$ of the operator $\bar{L}$. It follows from (11) that the operator $I_{\mathbf{B}_{2}}-\mathcal{P}_{Y_{2}}$ possesses this property, i.e., $R\left(I_{\mathbf{B}_{2}}-\mathcal{P}_{Y_{2}}\right)=R(\bar{L})$. Thus, the general representation of left-inverse operators can be rewritten as follows:

$$
\bar{L}_{l_{0}}^{-1}=\bar{L}_{l}^{-1}\left(I_{\mathbf{B}_{2}}-\mathcal{P}_{Y_{2}}\right) .
$$

Lemma 2 is proved.
Remark 1. If $\operatorname{dim} \operatorname{ker} L<\operatorname{dim} \operatorname{ker} L^{*}<\infty$, i.e., $L$ is a Noetherian operator of negative index, then Lemma 2 reduces to Lemma 2.4 in [4, p. 47].

Remark 2. If $\operatorname{dim} \operatorname{ker} L=\operatorname{dim} \operatorname{ker} L^{*}=n<\infty$, i.e, $L$ is a Fredholm operator of nonzero index, then Lemma 2 reduces to the Schmidt lemma [3, p. 340].

We now establish several properties of and relations between the left-inverse operator $\bar{L}_{l_{0}}{ }^{-1}$, projectors (5) and (7), and operators (9).

Lemma 3. The operator $\bar{L}_{l_{0}}^{-1}$ satisfies the following relations:

$$
\begin{align*}
& \left(a_{1}\right) \quad \mathcal{P}_{N(L)} \bar{L}_{l_{0}}^{-1}=\overline{\mathcal{P}}_{N(L)}, \\
& \left(a_{2}\right) L \bar{L}_{l_{0}}^{-1}=I_{\mathbf{B}_{2}}-\mathcal{P}_{Y}, \\
& \left(a_{3}\right) \bar{L}_{l_{0}}^{-1} \mathcal{P}_{Y}=\overline{\mathcal{P}}_{N(L)},  \tag{12}\\
& \left(a_{4}\right) \quad \bar{L}_{l_{0}}^{-1} L=I_{\mathbf{B}_{1}}-\mathcal{P}_{N(L)},
\end{align*}
$$

where $I_{\mathbf{B}_{1}}$ and $I_{\mathbf{B}_{2}}$ are the identity operators in the spaces $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$, respectively.
Proof. It follows from the definition of the left-inverse operator $\bar{L}_{l_{0}}^{-1}$ that if it exists, then [11]

$$
\begin{gathered}
\bar{L} \bar{L}_{l_{0}}^{-1}=I_{\mathbf{B}_{2}}-\mathcal{P}_{Y_{2}}, \\
\bar{L}_{l_{0}}^{-1} \bar{L}=I_{\mathbf{B}_{1}} .
\end{gathered}
$$

Since

$$
\overline{\mathcal{P}}_{N(L)} L=0, \quad \overline{\mathcal{P}}_{N(L)} \overline{\mathcal{P}}_{Y_{1}}=\mathcal{P}_{N(L)},
$$

acting by the operator $\bar{L}$ on both sides of equality ( $\mathrm{a}_{1}$ ) in (12) from the right we obtain the identity

$$
\mathcal{P}_{N(L)}=\mathcal{P}_{N(L)} I_{\mathbf{B}_{1}}=\mathcal{P}_{N(L)} \bar{L}_{l_{0}}^{-1} \bar{L} \equiv \overline{\mathcal{P}}_{N(L)}\left(L+\overline{\mathcal{P}}_{Y_{1}}\right)=\overline{\mathcal{P}}_{N(L)} L+\overline{\mathcal{P}}_{N(L)} \overline{\mathcal{P}}_{Y_{1}}=\mathcal{P}_{N(L)},
$$

which proves this relation.
Since $\mathcal{P}_{Y} \overline{\mathcal{P}}_{Y_{1}}=\overline{\mathcal{P}}_{Y_{1}}$ and $\mathcal{P}_{Y}(L x)=0$ because $L x \in R(L)$, acting by the operator $L+\overline{\mathcal{P}}_{Y_{1}}$ on both sides of equality ( $\mathrm{a}_{2}$ ) in (12) from the right we obtain the identity

$$
L=L I_{\mathbf{B}_{1}}=L \bar{L}_{l_{0}}^{-1} \bar{L} \equiv\left(I_{\mathbf{B}_{2}}-\mathcal{P}_{Y}\right)\left(L+\overline{\mathcal{P}}_{Y_{1}}\right)=L+\overline{\mathcal{P}}_{Y_{1}}-\mathcal{P}_{Y} L-\mathcal{P}_{Y} \overline{\mathcal{P}}_{Y_{1}}=L+\overline{\mathcal{P}}_{Y_{1}}-\overline{\mathcal{P}}_{Y_{1}}=L,
$$

which proves this relation.
Further, since $\mathcal{P}_{Y}^{2}=\mathcal{P}_{Y}$ and $L \overline{\mathcal{P}}_{N(L)}=0$, acting by the operator $L$ on both sides of equality (a3) in (12) from the left and using equality ( $\mathrm{a}_{2}$ ) we obtain the identity

$$
0=\left(I_{\mathbf{B}_{2}}-\mathcal{P}_{Y}\right) \mathcal{P}_{Y}=L \bar{L}_{l_{0}}^{-1} \mathcal{P}_{Y} \equiv L \overline{\mathcal{P}}_{N(L)}=0
$$

which proves equality ( $\mathrm{a}_{3}$ ) in (12).
Acting by the operator $\bar{L}_{l_{0}}^{-1}$ on both sides of equality (a4) from the right and using equalities $\left(a_{1}\right)-\left(a_{3}\right)$ in (12), we obtain the identity

$$
\begin{aligned}
\bar{L}_{l_{0}}^{-1}-\overline{\mathcal{P}}_{N(L)} & =\bar{L}_{l_{0}}^{-1} I_{\mathbf{B}_{2}}-\bar{L}_{l_{0}}^{-1} \mathcal{P}_{Y}=\bar{L}_{l_{0}}^{-1} L \bar{L}_{l_{0}}^{-1} \\
& \equiv\left(I_{\mathbf{B}_{1}}-\mathcal{P}_{N(L)}\right) \bar{L}_{l_{0}}^{-1}=I_{\mathbf{B}_{1}} \bar{L}_{l_{0}}^{-1}-\mathcal{P}_{N(L)} \bar{L}_{l_{0}}^{-1}=\bar{L}_{l_{0}}^{-1}-\overline{\mathcal{P}}_{N(L)}
\end{aligned}
$$

which proves this relation.
Lemma 3 is proved.
Now let $L: \mathbf{B}_{1} \rightarrow \mathbf{B}_{2}$ be a linear, bounded, $d$-normal operator. In this case, the subspace $N(L)$ is infinitedimensional $(\mu=\infty)$, and the subspace $N\left(L^{*}\right)$ is finite-dimensional $(v<\infty)$. Assume that the space $\mathbf{B}_{1}$ has a basis. Then $N(L)$ also has a basis. Let $\left\{f_{i}\right\}_{i=1}^{\infty} \subset N(L)$ be a complete system of basis elements. The subspace $N\left(L^{*}\right)$ has a finite-dimensional basis $\left\{\varphi_{s}\right\}_{s=1}^{\nu} \subset N\left(L^{*}\right)$. For the elements $\left\{f_{i}\right\}_{i=1}^{\infty}$ and functionals $\left\{\varphi_{s}\right\}_{s=1}^{\nu}$, there exist an adjoint biorthogonal [9] system of functionals $\left\{\gamma_{j}\right\}_{j=1}^{\infty} \subset N^{*}(L) \subset \mathbf{B}_{1}^{*}$ and an adjoint biorthogonal complete system of elements $\left\{\psi_{k}\right\}_{k=1}^{\nu} \subset \mathbf{B}_{2}$. Each of the functionals $\left\{\gamma_{j}\right\}_{j=1}^{\infty}$ and $\left\{\varphi_{s}\right\}_{s=1}^{\nu}$ defined on the subspaces $N(L) \subset \mathbf{B}_{1}$ and $Y \subset \mathbf{B}_{2}$ (according to the Hahn-Banach theorem) can be extended to the spaces $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$, respectively, with preservation of norm.

By analogy with (3), let

$$
\begin{gathered}
X=\left(f_{1}, f_{2}, \ldots, f_{s}, \ldots\right), \\
\Gamma(\cdot)=\left(\gamma_{1}(\cdot), \gamma_{2}(\cdot), \ldots, \gamma_{s}(\cdot), \ldots\right)^{T}, \\
\Phi(\cdot)=\left(\varphi_{1}(\cdot), \varphi_{2}(\cdot), \ldots, \varphi_{\nu}(\cdot)\right)^{T}, \\
\Psi=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{\nu}\right)
\end{gathered}
$$

denote, respectively, $\infty \times \infty, \infty \times \infty, \nu \times \infty$, and $\infty \times v$ matrices; furthermore, $\Gamma(X)=E_{\infty}$ and $\Phi(\Psi)=E_{\nu}$, where $E_{\infty}$ and $E_{\nu}$ are the identity matrices.

To construct a projection operator $\mathcal{P}_{N(L)}: \mathbf{B}_{1} \rightarrow N(L)$, we define the sequence of projectors

$$
\begin{equation*}
\mathcal{P}_{N^{(i)}(L)}(\cdot)=X_{i} \Gamma_{i}(\cdot), \quad i=1,2,3, \ldots, \tag{13}
\end{equation*}
$$

of the space $\mathbf{B}_{1}$ to the subspaces $N_{i}(L)$ of the null space $N(L)$.
Lemma 4. The sequence (13) of projectors $\mathcal{P}_{N^{(i)}(L)}$ converges strongly (pointwise) to the projector

$$
\begin{equation*}
\mathcal{P}_{N(L)}(\cdot)=X \Gamma(\cdot)=\lim _{i \rightarrow \infty} X_{i} \Gamma_{i}(\cdot), \quad \mathcal{P}_{N(L)}: B_{1} \rightarrow N(L) . \tag{14}
\end{equation*}
$$

The proof is analogous to the proof of Lemma 1.
We define a projection operator $\mathcal{P}_{Y}: \mathbf{B}_{2} \rightarrow Y$ of the space $\mathbf{B}_{2}$ to the subspace $Y$ as follows:

$$
\begin{equation*}
\mathcal{P}_{Y}(\cdot)=\Psi \Phi(\cdot) . \tag{15}
\end{equation*}
$$

Consider the matrices

$$
\begin{gather*}
\bar{X}=\left(\bar{f}_{1}, \bar{f}_{2}, \ldots, \bar{f}_{v}\right), \\
\bar{\Gamma}(\cdot)=\left(\bar{\gamma}_{1}(\cdot), \bar{\gamma}_{2}(\cdot), \ldots, \bar{\gamma}_{v}(\cdot)\right)^{T} . \tag{16}
\end{gather*}
$$

The $\infty \times v$ matrix $\bar{X}$ is composed of arbitrary $v$ columns of the matrix $X$, and the $v \times \infty$ matrix $\bar{\Gamma}(\cdot)$ is composed of functionals of the matrix $\Gamma(\cdot)$ that satisfy the relation $\bar{\Gamma}(\bar{X})=E_{v}$, where $E_{v}$ is the identity matrix.

We introduce the operators

$$
\begin{gathered}
\overline{\mathcal{P}}_{Y}(\cdot)=\Psi \bar{\Gamma}(\cdot), \quad(\cdot) \in \mathbf{B}_{1}, \\
\overline{\mathcal{P}}_{N_{1}(L)}(\cdot)=\bar{X} \Phi(\cdot), \quad(\cdot) \in \mathbf{B}_{2} .
\end{gathered}
$$

The operator $\overline{\mathcal{P}}_{Y}: \mathbf{B}_{1} \rightarrow Y$ is an extension of an operator that realizes an isomorphism $N(L) \rightarrow Y$ to the entire space $\mathbf{B}_{1}$, and the operator $\overline{\mathcal{P}}_{N_{1}(L)}: \mathbf{B}_{2} \rightarrow N_{1}(L)$ is an extension of its inverse to the space $\mathbf{B}_{2}$.

Using (16), we define a projection operator $\mathcal{P}_{N_{1}(L)}: \mathbf{B}_{1} \rightarrow N_{1}(L) \subset N(L)$ as follows:

$$
\mathcal{P}_{N_{1}(L)}(\cdot)=\bar{X} \bar{\Gamma}(\cdot) .
$$

This operator is bounded and divides the subspace $N(L)$ into a direct topological sum of subspaces, namely,

$$
\begin{equation*}
N(L)=N_{1}(L) \oplus N_{2}(L), \quad N_{2}(L)=\mathcal{P}_{N_{2}(L)} \mathbf{B}_{1}, \tag{17}
\end{equation*}
$$

where $\mathcal{P}_{N_{2}(L)}=\mathcal{P}_{N(L)}-\mathcal{P}_{N_{1}(L)}$ is a bounded projector.
For the class of normally solvable $d$-normal operators, we prove a statement analogous to the Schmidt lemma.

Lemma 5. Let $L: \mathbf{B}_{1} \rightarrow \mathbf{B}_{2}$ be a linear, bounded, d-normal operator. Then the operator $\bar{L}=L+\overline{\mathcal{P}}_{Y}$ has a bounded right-inverse operator:

$$
\bar{L}_{r}^{-1}=\left(L+\overline{\mathcal{P}}_{Y}\right)_{r}^{-1}
$$

The general form of the right-inverse operators $\bar{L}_{r_{0}}^{-1}$ is given by the relation

$$
\bar{L}_{r_{0}}^{-1}=\left(I_{\mathbf{B}_{1}}-\mathcal{P}_{N_{2}(L)}\right) \bar{L}_{r}^{-1}
$$

The proof is analogous to the proof of Lemma 2 and is not presented here.
Remark 3. If $\operatorname{dim} \operatorname{ker} L^{*}<\operatorname{dim} \operatorname{ker} L<\infty$, i.e., $L$ is a Noetherian operator of positive index, then Lemma 5 reduces to Lemma 2.4 in [4, p.47].

For the right-inverse operator $\bar{L}_{r_{0}}^{-1}$, the following lemma is true (this lemma is analogous to Lemma 3 and is presented here without proof):

Lemma 6. The operator $\bar{L}_{r_{0}}^{-1}$ satisfies the following relations:

$$
\begin{align*}
& \text { (a } \left.a_{1}\right) \mathcal{P}_{N(L)} \bar{L}_{r_{0}}^{-1}=\overline{\mathcal{P}}_{N_{1}(L)}, \\
& \text { (a2) } L \bar{L}_{r_{0}}^{-1}=I_{\mathbf{B}_{2}}-\mathcal{P}_{Y} \\
& \text { (a3) } \bar{L}_{r_{0}}^{-1} \mathcal{P}_{Y}=\overline{\mathcal{P}}_{N_{1}(L)},  \tag{18}\\
& \text { (a4) } \bar{L}_{r_{0}}^{-1} L=I_{\mathbf{B}_{1}}-\mathcal{P}_{N(L)}
\end{align*}
$$

where $I_{\mathbf{B}_{1}}$ and $I_{\mathbf{B}_{2}}$ are the identity operators in the spaces $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$, respectively.
Using the lemmas proved above, we can propose constructions of generalized inverse operators for $n$-normal and $d$ - normal operators.

We now formulate the main result of this paper.
Theorem 1. Let $L$ be a linear, bounded, n-normal operator whose image $R(L)$ is complementable in the Banach space $\mathbf{B}_{2}$. Then

$$
\begin{equation*}
L^{-}=\bar{L}_{l_{0}}^{-1}-\overline{\mathcal{P}}_{N(L)} \tag{19}
\end{equation*}
$$

is a bounded generalized inverse operator for $L$.
Proof. It is necessary and sufficient to verify that $L^{-}$possesses the properties that define a generalized inverse operator [13], namely,

$$
\begin{equation*}
L^{-}=L^{-} L L^{-}, \quad L=L L^{-} L \tag{20}
\end{equation*}
$$

To this end, we first show that

$$
\begin{equation*}
L L^{-}=I_{\mathbf{B}_{2}}-\mathcal{P}_{Y}, \quad L^{-} L=I_{\mathbf{B}_{1}}-\mathcal{P}_{N(L)} \tag{21}
\end{equation*}
$$

Using equality ( $\mathrm{a}_{2}$ ) from (12) and representation (19), we get

$$
L L^{-}=L\left(\bar{L}_{l_{0}}^{-1}-\overline{\mathcal{P}}_{N(L)}\right)=L \bar{L}_{l_{0}}^{-1}-L \overline{\mathcal{P}}_{N(L)}=I_{\mathbf{B}_{2}}-\mathcal{P}_{Y} .
$$

Using the relation

$$
\overline{\mathcal{P}}_{N(L)}(L z)=0
$$

and equality $\left(\mathrm{a}_{4}\right)$ from (12), we obtain

$$
L^{-} L=\left(\bar{L}_{l_{0}}^{-1}-\overline{\mathcal{P}}_{N(L)}\right) L=\bar{L}_{l_{0}}^{-1} L-\overline{\mathcal{P}}_{N(L)} L=I_{\mathbf{B}_{1}}-\mathcal{P}_{N(L)} .
$$

Taking (11) into account, we verify property (20). We have

$$
\begin{gathered}
L L^{-} L=L\left(I_{\mathbf{B}_{1}}-\mathcal{P}_{N(L)}\right)=L-L \mathcal{P}_{N(L)}=L, \\
L^{-} L L^{-}=\left(I_{\mathbf{B}_{1}}-\mathcal{P}_{N(L)}\right) L^{-}=L^{-}-\mathcal{P}_{N(L)} L^{-}=L^{-}
\end{gathered}
$$

because

$$
\mathcal{P}_{N(L)} L^{-}=\mathcal{P}_{N(L)} \bar{L}_{l_{0}}^{-1}-\mathcal{P}_{N(L)} \overline{\mathcal{P}}_{N(L)}=\overline{\mathcal{P}}_{N(L)}-\overline{\mathcal{P}}_{N(L)}=0 .
$$

The boundedness of the operator $L^{-}$follows from the boundedness of the operators $\bar{L}_{l_{0}}^{-1}$ and $\mathcal{P}_{N(L)}$.
The theorem is proved.
Remark 4. If a generalized inverse operator $L$ has a finite-dimensional kernel and a finite-dimensional cokernel, i.e., if it is a Noetherian operator, then construction (19) reduces to construction 2.14 in [4, p. 53].

Using Lemma 5, we formulate a theorem that gives a construction of a generalized inverse of a $d$-normal operator.

Theorem 2. Let $L$ be a linear, bounded, $d$-normal operator whose kernel $N(L)$ is complementable in the Banach space $\mathbf{B}_{1}$. Then

$$
\begin{equation*}
L^{-}=\bar{L}_{r_{0}}^{-1}-\overline{\mathcal{P}}_{N_{1}(L)} \tag{22}
\end{equation*}
$$

is a bounded generalized inverse operator for $L$.
Proof. The theorem is proved by the verification of relations (20), which define a generalized inverse operator. The proof is analogous to that of Theorem 1.

Using Theorems 1 and 2 and constructions (19) and (22), we can find a solution of the operator equation (1) with linear, bounded, $n$-normal (or $d$-normal) operator $L$ in explicit form. The general solution of Eq. (1) is the direct sum of the general solution $\tilde{x}$ of the homogeneous equation $L x=0$ corresponding to Eq. (1) and the particular solution $\bar{x}=L^{-} y$ of the inhomogeneous equation (1). It follows from the definition of a projector to the null space $N(L)$ of the operator $L$ that the general solution of the homogeneous equation can be represented in the form

$$
\tilde{x}=\mathcal{P}_{N(L)} \hat{x},
$$

where $\tilde{x} \in N(L) \subset \mathbf{B}_{1}$ and $\hat{x}$ is an arbitrary element of the space $\mathbf{B}_{1}$.

Since the linear operator equation (1) is normally solvable, it is necessary and sufficient for its solvability that the following condition be satisfied [12]:

$$
\begin{equation*}
\mathcal{P}_{N\left(L^{*}\right)} y=0, \tag{23}
\end{equation*}
$$

where $\mathcal{P}_{N\left(L^{*}\right)}$ is a projector to the null space of the operator $L^{*}$. Condition (23) guarantees that $y$ belongs to the image $R(L)$ of the operator $L$. Since $R(L)=N\left(\mathcal{P}_{Y}\right)$, relation (23) is equivalent to the condition

$$
\mathcal{P}_{Y} y=0 .
$$

This reasoning enables us to formulate the following theorem:
Theorem 3. Let $L$ be a linear, bounded, n-normal operator whose image $R(L)$ is complementable in the Banach space $\mathbf{B}_{2}$. The operator equation (1) with linear, bounded, n-normal operator is solvable for those and only those $y \in \mathbf{B}_{2}$ for which the following condition is satisfied:

$$
\begin{equation*}
\mathcal{P}_{Y} y=0 ; \tag{24}
\end{equation*}
$$

in this case, Eq. (1) has a $\mu$-parameter family of solutions representable in the form of a direct sum, namely,

$$
\begin{equation*}
x=\tilde{x}+\bar{x}=\mathcal{P}_{N(L)} \hat{x}+L^{-} y, \tag{25}
\end{equation*}
$$

where the first term is the general solution of the corresponding homogeneous equation and the second term is a particular solution of the operator equation (1).

Proof. Substituting solution (25) into the original equation (1) and taking into account the first relation in (21) and condition (24), we obtain

$$
L x=L \mathcal{P}_{N(L)} \hat{x}+L L^{-} y=L L^{-} y=\left(I_{\mathbf{B}_{2}}-\mathcal{P}_{Y}\right) y=I_{\mathbf{B}_{2}} y-\mathcal{P}_{Y} y=I_{\mathbf{B}_{2}} y=y
$$

With regard for the definition (5) of the operator $\mathcal{P}_{N(L)}$, we represent a solution of Eq. (1) in the form

$$
x=\mathcal{P}_{N(L)} \hat{x}+L^{-} y=X \Gamma(\hat{x})+L^{-} y=X c+L^{-} y
$$

where $c=\Gamma(\hat{x})$ is an arbitrary constant vector from the space $R^{\mu}$.
Since the projector $\mathcal{P}_{Y}$ is infinite-dimensional, a linear equation with $n$-normal operator is solvable if and only if $y \in \mathbf{B}_{2}$ satisfies infinitely many linearly independent conditions.

The following theorem is true for linear equations with $d$-normal operator:
Theorem 4. Let $L$ be a linear, bounded, $d$-normal operator whose kernel $N(L)$ is complementable in the Banach space $\mathbf{B}_{1}$. The operator equation (1) with linear, bounded, $d$-normal operator is solvable for those and only those $y \in \mathbf{B}_{2}$ for which condition (24) is satisfied; in this case, Eq.(1) has an infinite-dimensional family of solutions representable in the form of a direct sum, namely,

$$
\begin{equation*}
x=\tilde{x}+\bar{x}=\mathcal{P}_{N(L)} \hat{x}+L^{-} y \tag{26}
\end{equation*}
$$

where the first term is the general solution of the corresponding homogeneous equation and the second term is a particular solution of the operator equation (1).

With regard for the definition of the operator $\mathcal{P}_{N(L)}$, we represent a solution of Eq. (1) in the form

$$
x=\mathcal{P}_{N(L)} \hat{x}+L^{-} y=X \Gamma(\hat{x})+L^{-} y=X c+L^{-} y,
$$

where $c=\Gamma(\hat{x})$ is an arbitrary constant vector from a Banach space of number sequences $c=\left\{c_{1}, c_{2}, c_{3}, \ldots\right\}$ such that the series

$$
\sum_{i=1}^{\infty} f_{i} c_{i}
$$

is convergent.
Since the projector $\mathcal{P}_{Y}$ is finite-dimensional, a linear equation with $d$-normal operator is solvable if and only if $y \in \mathbf{B}_{2}$ satisfies finitely many linearly independent conditions.

Example 1. Let us find solvability conditions for the equation

$$
A x=y,
$$

where the $\infty \times n$ matrix $A$ has the form

$$
A=\left(\begin{array}{ccc}
\frac{1}{2} & 0 & \frac{1}{2} \\
0 & 0 & 0 \\
\frac{1}{4} & 0 & \frac{1}{4} \\
0 & 0 & 0 \\
\frac{1}{8} & 0 & \frac{1}{8} \\
0 & 0 & 0 \\
\frac{1}{16} & 0 & \frac{1}{16} \\
0 & 0 & 0 \\
\vdots & \vdots & \vdots
\end{array}\right),
$$

and determine the general form of a solution of this equation. It is obvious that the elements $a_{i j}$ of the matrix $A$ satisfy the relation

$$
\sum_{i=1}^{\infty} \sum_{j=1}^{3} a_{i j}<\infty
$$

Therefore, $A$ is a linear bounded operator that maps $R_{3}$ into $\boldsymbol{l}_{2}$ [14].
The operator $A$ is the simplest case of an $n$-normal operator that acts from the space $\mathbf{R}_{3}$ into the space $\boldsymbol{l}_{2}$ because $N(L)$ has two linearly independent basis vectors, namely

$$
f_{1}=\left(\begin{array}{c}
1 \\
0 \\
-1
\end{array}\right) \quad \text { and } \quad f_{2}=\left(\begin{array}{c}
0 \\
1 \\
0
\end{array}\right)
$$

and $N\left(L^{*}\right)$ has infinitely many linearly independent basis vectors:

$$
\begin{gathered}
\varphi_{1}=\left(\begin{array}{c}
-1 \\
0 \\
2 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\vdots
\end{array}\right), \quad \varphi_{2}=\left(\begin{array}{c}
0 \\
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\vdots
\end{array}\right), \quad \varphi_{3}=\left(\begin{array}{c}
0 \\
0 \\
2 \\
0 \\
-4 \\
0 \\
0 \\
0 \\
\vdots
\end{array}\right), \\
\varphi_{4}=\left(\begin{array}{c}
0 \\
0 \\
0 \\
1 \\
0 \\
0 \\
0 \\
0 \\
\vdots
\end{array}\right), \quad \varphi_{5}=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
-4 \\
0 \\
8 \\
0 \\
\vdots
\end{array}\right), \ldots .
\end{gathered}
$$

Let us construct the generalized inverse of the operator $A$.
The matrices $X$ and $\Gamma$ composed of the basis vectors $f_{i}$ and $\gamma_{j}$ have the form

$$
X=\left(\begin{array}{cc}
1 & 0 \\
0 & 1 \\
-1 & 0
\end{array}\right), \quad \Gamma=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right)^{T}, \quad \Gamma(X)=E_{3} .
$$

Then we construct a projection operator $\mathcal{P}_{N(A)}: \mathbf{R}_{3} \rightarrow N(A)$ according to the formula

$$
\mathcal{P}_{N(A)}=X \Gamma=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{27}\\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right), \quad \mathcal{P}_{N(A)}: \mathbf{R}_{3} \rightarrow \mathbf{R}_{3}
$$

The matrices $\Phi$ and $\Psi$ composed of the basis vectors $\varphi_{s}$ and $\psi_{k}$ have the form

$$
\begin{gathered}
\Phi=\left(\begin{array}{ccccccccc}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
2 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & -4 & 0 & -4 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 8 & 0 & 8 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right)^{T}, \\
\Psi=\left(\begin{array}{cccccccccc}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & -\frac{1}{4} & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & \ldots \\
0 & 0 & \frac{1}{8} & 0 & \frac{1}{8} & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \ldots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \ldots & \cdots & \ldots & \ldots
\end{array}\right), \quad \Phi(\Psi)=E_{\infty} .
\end{gathered}
$$

We construct a projection operator $\mathcal{P}_{Y}: \boldsymbol{l}_{2} \rightarrow Y$ according to formula (7)

$$
\mathcal{P}_{Y}=\Psi \Phi=\left(\begin{array}{ccccccccc}
1 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & -\frac{1}{2} & 0 & 1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & \ldots \\
0 & 0 & -\frac{1}{4} & 0 & 0 & 0 & 1 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right), \quad \mathcal{P}_{Y}: \boldsymbol{l}_{2} \rightarrow Y .
$$

Since the dimension of the null space $N(A)$ of the operator $A$ is equal to 2 , we define matrices (8) as follows:

$$
\begin{gathered}
\bar{\Psi}=\left(\begin{array}{ccccccccc}
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots
\end{array}\right)^{T}, \\
\bar{\Phi}=\left(\begin{array}{ccccccccc}
-1 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots
\end{array}\right) .
\end{gathered}
$$

Then operators (9) take the form

$$
\begin{gathered}
\overline{\mathcal{P}}_{Y_{1}}=\bar{\Psi} \Gamma=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\vdots & \vdots & \vdots
\end{array}\right), \\
\overline{\mathcal{P}}_{N(A)}=X \bar{\Phi}=\left(\begin{array}{cccccc}
-1 & 0 & 2 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & \ldots \\
1 & 0 & -2 & 0 & 0 & \ldots
\end{array}\right) .
\end{gathered}
$$

We construct the operator $\bar{A}$ :

$$
\bar{A}=A+\overline{\mathcal{P}}_{Y_{1}}=\left(\begin{array}{ccc}
\frac{1}{2} & 0 & \frac{1}{2} \\
0 & 0 & 0 \\
\frac{1}{4} & 0 & \frac{1}{4} \\
0 & 0 & 0 \\
\frac{1}{8} & 0 & \frac{1}{8} \\
0 & 0 & 0 \\
\frac{1}{16} & 0 & \frac{1}{16} \\
0 & 0 & 0 \\
\vdots & \vdots & \vdots
\end{array}\right)+\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\vdots & \vdots & \vdots
\end{array}\right)=\left(\begin{array}{ccc}
-\frac{1}{2} & 0 & \frac{1}{2} \\
0 & 1 & 0 \\
\frac{1}{4} & 0 & \frac{1}{4} \\
0 & 0 & 0 \\
\frac{1}{8} & 0 & \frac{1}{8} \\
0 & 0 & 0 \\
\frac{1}{16} & 0 & \frac{1}{16} \\
0 & 0 & 0 \\
\vdots & \vdots & \vdots
\end{array}\right) .
$$

The left inverse $\bar{A}_{l}^{-1}$ of the operator $\bar{A}$ has the form

$$
\bar{A}_{l}{ }^{-1}=\left(\begin{array}{cccccccccccc}
-1 & 0 & 2 & 0 & 1 & 0 & -2 & 0 & 1 & 0 & -2 & \ldots \\
0 & 1 & 0 & 1 & -1 & 0 & 2 & 0 & -1 & 0 & 2 & \ldots \\
1 & 0 & 2 & 0 & -8 & 0 & 16 & 0 & -32 & 0 & 64 & \ldots
\end{array}\right)
$$

To determine the general form of the left-inverse operators $\bar{A}_{l_{0}}^{-1}$, we construct the projector $I-\mathcal{P}_{Y_{2}}$. Using relation (10), we get

$$
\mathcal{P}_{Y_{1}}=\bar{\Psi} \bar{\Phi}=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\vdots & \vdots
\end{array}\right)\left(\begin{array}{cccccc}
-1 & 0 & 2 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & \ldots
\end{array}\right)=\left(\begin{array}{cccccc}
-1 & 0 & 2 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots
\end{array}\right) .
$$

Since $\mathcal{P}_{Y_{2}}=\mathcal{P}_{Y}-\mathcal{P}_{Y_{1}}$, we have

$$
I_{\mathbf{B}_{2}}-\mathcal{P}_{Y_{2}}=I_{\mathbf{B}_{2}}-\mathcal{P}_{Y}+\mathcal{P}_{Y_{1}}=\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & \frac{1}{2} & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & \frac{1}{4} & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & \frac{1}{8} & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
\ldots & \cdots & \cdots & \cdots & \cdots & \ldots & \ldots
\end{array}\right) .
$$

In the chosen basis, the general form of a left-inverse operator with respect to the projector $\mathcal{P}_{Y_{2}}$ is as follows:

$$
\bar{A}_{l_{0}}^{-1}=\bar{A}_{l}^{-1}\left(I_{\mathbf{B}_{2}}-\mathcal{P}_{Y_{2}}\right)=\left(\begin{array}{cccccccccc}
-1 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
1 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots
\end{array}\right) .
$$

According to (20), the generalized inverse operator $A^{-}$has the form

$$
A^{-}=\bar{A}_{l_{0}}^{-1}-\overline{\mathcal{P}}_{N(A)}=\left(\begin{array}{llllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots
\end{array}\right)
$$

Then, by virtue of Theorem 4, Eq. (27) is solvable for those and only those $y \in \boldsymbol{l}_{2}$ that satisfy the condition

$$
\mathcal{P}_{Y} y=\left(\begin{array}{ccccccccc}
1 & 0 & -2 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & -\frac{1}{2} & 0 & 1 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & \ldots \\
0 & 0 & -\frac{1}{4} & 0 & 0 & 0 & 1 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & \ldots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \ldots
\end{array}\right)\left(\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4} \\
y_{5} \\
y_{6} \\
y_{7} \\
y_{8} \\
\ldots
\end{array}\right)=0 .
$$

For example, the vector

$$
y=\operatorname{col}\left(2 y_{3}, 0, y_{3}, 0, \frac{1}{2} y_{3}, 0, \frac{1}{4} y_{3}, 0, \ldots\right)
$$

satisfies this condition. Under this condition, the equation has a two-parameter family of solutions:

$$
\begin{aligned}
x & =\mathcal{P}_{N(L)} \hat{x}+L^{-} y=X \Gamma(\hat{x})+L^{-} y \\
& =\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)+\left(\begin{array}{llllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 4 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots
\end{array}\right)\left(\begin{array}{c}
2 y_{3} \\
0 \\
y_{3} \\
0 \\
\frac{1}{2} y_{3} \\
0 \\
\frac{1}{4} y_{3} \\
0 \\
\vdots
\end{array}\right)=\left(\begin{array}{c}
c_{1} \\
c_{2} \\
-c_{1}
\end{array}\right)+\left(\begin{array}{c}
0 \\
0 \\
4 y_{3}
\end{array}\right) .
\end{aligned}
$$
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